Technical reserving in non-life insurance: A literature review of aggregated and individual methods.
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Abstract:
Estimating reserves in non-life insurance involves assessing the risks the insured faces and determining the amount of actuarial reserves needed to cover those risks. To estimate reserves, actuaries often use various methods, the most popular of which are deterministic methods, such as the Chain Ladder, and stochastic methods, such as the Mack model. These latter use simple statistical models considering the insured’s historical data to estimate future losses. They basically rely on Run-off triangles of aggregated data by year of occurrence and development year. However, this aggregation often leads to a loss of relevant information. A powerful alternative could be Individual reserving, which incorporates information about the claims experience and policyholders’ individual characteristics through machine learning algorithms. This article reviews the various actuarial literature on reserve estimation in non-life insurance.
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1. Introduction

Risk permeates every aspect of our daily existence, with its intensity fluctuating across a spectrum ranging from simple risks to those bearing potential detrimental financial, human, or physical repercussions. Safeguarding against these risks becomes imperative, as an individual or legal entity may be unable to endure their consequences independently, hence resorting to an insurance agreement in this context; reserving aims to ascertain the total amount necessary to cover the expenditures arising from such contracts.

Establishing and monitoring these reserves is crucial to ensure the insurance company’s financial stability. [1] pioneered the calculation of reserves, notably by employing the Chain Ladder (CL) method, which remains one of the actuary’s most commonly utilised techniques. This method estimates future settlements by aggregating insureds’ past data claims through loss development triangles. Despite its computational efficiency, the CL method has faced various criticisms. Stochastic methods were then introduced to gauge the fluctuations in these triangles addressing the uncertainty associated with deterministic techniques and their outcomes.

As advancements in information technology have emerged, actuaries have embraced the integration of machine learning algorithms such as artificial neural networks (ANN), Gradient Boosting, Support Vector Machine (SVM), and other similar techniques to enhance the accuracy of their estimations. These algorithms have proven advantageous in estimating individual reserves by incorporating specific claims information and characteristics unique to each policyholder. In light of this perspective, this article surveys the array of actuarial research conducted in technical reserve estimation.

The remainder of our study will be structured into four primary sections. The second section delves into classical reserving methods while appraising the various actuarial research endeavours that have employed these approaches, encompassing deterministic and stochastic methods. The third section focuses on utilising statistical learning algorithms in reserve estimation, catering to aggregated and individual data. The fourth section conducts a comparative analysis of diverse reserving methods, while the fifth section summarises the preceding sections.

2. Traditional reserving methods

The aggregation of claims by year of occurrence and year of development has long been a customary practice employed in representing insureds’ claims experience through loss development triangles. This methodology, commonly referred to as the Chain-Ladder technique, was initially formulated by [1] in 1938 and has since gained wide acceptance among actuaries due to its comprehensibility and ease of implementation. Its fundamental premise involves projecting future claim payments by drawing upon historical payment data. Supplementary approaches, such as the Bornhuetter-Ferguson, Cape Cod, and Benktander-Hovinen methods, predominantly build upon the foundational principles of the Chain-Ladder technique. By leveraging Run-off triangles, one can effectively monitor...
the progression of claims costs and attain valuable insights into their distribution, thereby aiding in determining appropriate modeling techniques. In instances where claims exhibit a Gaussian distribution, deterministic methods may be considered, whereas stochastic methods are typically employed for modeling other types of distributions.

2.1. Conceptual Framework

An inverted production cycle sets the insurance business apart from any other industry. Unlike most industries, insurers establish premium rates prior to determining their expenses. Consequently, insurance companies are compelled to accurately allocate reserves for their claims, ensuring their ability to meet future obligations and maintain financial stability. Furthermore, reserves are critical in an insurance company’s balance sheet.

The process of estimating these reserves, commonly known as reserving, has long been a subject of deliberation within the actuarial community. Extensive actuarial literature addresses the intricacies of technical reserves, with notable contributions from researchers such as [2] and the seminal works of [3], among others.

In their quest for solvency assurance, insurance companies have dedicated significant efforts to developing methods that accurately estimate technical reserves based on historical loss experience. This research has led to categorizing reserving methods into two primary categories: deterministic and stochastic approaches.

Deterministic methods, considered the classical approach, are relatively straightforward to implement as they provide reserve estimates by determining the fluctuations in the distribution of potential outcomes. Furthermore, they offer the advantage of depicting the evolution of an insurance portfolio’s expenses by using aggregated data represented in a loss development triangle format. These qualities have solidified the status of deterministic methods as a standard practice among actuaries in matters related to reserving. However, over time, the limitations of these methods have become evident. They tend to overlook the risks inherent in the insurance business and do not provide accurate measures. While the reserve estimate for a well-controlled insurance line may be more precise than that of a poorly managed line, the estimate for a short-tailed line is likely to be more accurate than that of a long-tailed line [4]. Nevertheless, quantifying this accuracy proves challenging, a drawback that stochastic methods successfully address.

Stochastic models aim to furnish measures of variability and accuracy by treating the reserving process as a data analysis exercise, constructing a reserving model within a statistical framework. This approach allows for diagnostic tests of fitted models, such as goodness-of-fit assessments and residual analyses [4]. Stochastic methods are utilized to quantify uncertainty in the triangles derived from deterministic methods and rely on stochastic parametric modeling as their foundation.
2.2. Deterministic and stochastic reserving

Actuaries often use the Chain Ladder method for estimating technical reserves due to its simplicity of application. This method was developed when computers were not readily available, which explains using a simple formulation such as Run-off triangles that cross the years of occurrence with those of development.

The classical actuarial literature has long considered the Chain Ladder method a simple algorithm for estimating technical reserves. However, the beginning of the 1990s marked its integration into a statistical framework via stochastic models capable of generating similar algorithms. As a result, several extensions of the classical model have emerged. Authors such as [2] showed that the age-to-age factors techniques could be considered weighted regressions. In his seminal paper "Which Stochastic Model is Underlying the Chain Ladder Method," Mack proposed a stochastic model to quantify the variability of technical reserves using the CL method. The development of stochastic methods continued with [5], who invented the Munich Chain Ladder (MCL) model; this method states that paid losses and incurred losses are often correlated and that the insurer can take advantage of this correlation by transferring any past conjunction of the two into a future projection. Subsequently, [6] proposed a bivariate model that uses two variables to construct estimators that account for the correlation between these variables and are used to estimate the error in predicting a variable with a single predictor as part of the CL method. [7], then extended this Braun model using a natural optimality criterion to develop a multivariate version of the CL method, which solves the additivity problem. Similarly, [8] proposed a new extension of MCL called JAB Chain by taking into account some measures; time-varying slopes, integration into a single model, and joint estimation of all factors. Furthermore, [9] propose another additive multivariate reserving model, allowing the simultaneous study of individual settlement sub-portfolios while deriving a mean square error of prediction (MSEP) estimator for the ultimate loss predictor of the total portfolio.

On the other hand, [10] proposed a Bootstrap approach to estimate the reserve prediction distributions produced by the MCL model; they applied this algorithm to the dependent data to make Bootstrap distributions, allowing for correlations. [11] propose to calculate age-to-age factors and determine the Outstanding loss reserve (OLR) for Run-off triangles using a multivariate reserving method.

A robust alternative using the Generalized Linear Model (GLM) to overcome the sensitivity of the CL method to outliers is presented by [12], in which they offer a diagnostic tool that can immediately detect claims that have an abnormally positive or negative influence on the reserve estimates. Furthermore, [13] introduces a compound stochastic Poisson model, which considers the delay between the occurrence and reporting of a claim and between the time of reporting and settlement. These two sources of uncertainty are estimated separately in the so-called double LC. [14] have developed a complete stochastic cash flow model of outstanding liabilities for the model developed by [13]. Their model leads to lower solvency requirements for insurance companies that choose to collect count data and replace the conventional CL method.
A common practice of non-life actuaries is often estimating tail factors, i.e., the portion of the claim that still needs to be reported or settled. Among the most popular models used to estimate the development of tail factors are those proposed by [15].

3. Reserving using machine learning algorithms

Statistical learning methods have become increasingly popular among actuaries for pricing [16] [17] and reserve estimation. This section reviews the various actuarial works using Machine Learning (ML) for reserving. But before we dive into these works, it is worthwhile to focus on adapting ML methods to the actuarial reserving context and the modifications required to fit them to the reserving data or vice versa. An overview of contributions using machine learning for individual reserving will be presented toward the end.

3.1 Adapting the reserving problem to Machine Learning

The reserving data is often unstructured: since the number of settlements and the time required to settle a claim is ignored at the time of reporting, individual claims cannot be stored in spreadsheets. For this reason, actuaries typically group claims information into Run-off triangles. However, these latter can be expressed as regression problems, even though their estimation does not appear to be related to regression. Indeed, the CL method can be considered as a cross-log-linear regression if we consider the GLM formulation that appeared in the work of [18]. Moreover, the software implementation of the distribution-free CL model of [19] in the open-source R, namely the Chain Ladder package, uses a variety of linear regression models to estimate the age-to-age factors of CL. Moreover, more sophisticated reserve estimation models have been fitted using hierarchical Bayesian and generalized linear mixed models (GLMM).

If a reserve estimation model can be expressed as a regression problem, applying machine learning methods for reserving purposes would be possible. In the recent actuarial literature, there is a plethora of work on reserving using ML algorithms, and the following section will be dedicated to presenting the essence of this work.

3.2 Statistical Learning Applied to Aggregate Data

Regression modeling through generalized linear models (GLMs) has grown in popularity over the past decades after the publication of landmark papers in the actuarial literature, such as [20], now considered standard actuarial tools, representing one of the most widely used tools for assessing IBNR variability. Since then, many non-parametric models for aggregate reserving have been proposed, such as the Generalized Additive Models (GAM) of [4], which provide a specific methodology for smoothing CL development factors and automatically estimating tail factors as part of the model fitting process. The framework also provides estimates of reserve variability, something that could be useful in formulating and calibrating dynamic financial analysis models. In addition, [21] propose an extension of GLMs to model not only the variation parameters but also the shape and scale parameters of a relevant number of
distributions as a function of dependent variables such as accident and development years. These are the generalized additive models for variation, scale, and shape (GAMLSS). Furthermore, [22] introduce new non-parametric neural network-based models for reserve estimation, namely support vector regression (SVM) and Gaussian process regression. These algorithms learn certain types of nonlinear structures in the claims data using the residuals produced by a reference model, Mack's CL.

3.3 Statistical learning applied to individual methods

The increase in the information collected by insurance companies has prompted actuaries to explore new approaches to take advantage of these new techniques and improve the reserving process by including individual characteristics of claims, features that may have an impact on their evolution, for instance, the branch of activity (health insurance, automobile insurance, etc.), the severity of the claim and the age of the claimant.

The first use of statistical learning for individual reserving dates back to [23], extending neural networks’ scope to actuarial reserving. With the application of ML, actuaries are again faced with challenges related to the nature of the data (static or dynamic). Indeed, the evolution of certain variables over time (such as the insured’s age and the number of paid claims) requires incorporating these dynamic variables to model claims payments. In this sense, [24] presents an ML-based approach to estimating reserves using covariates associated with the policy and its holder and any information about the claim since its reporting date.

There are several contributions in the actuarial literature that mobilize tree-based ML algorithms, such as [25], who propose an approach using gradient boosting via decision trees. Their results are compared to traditional aggregated techniques such as GLM and Mack's model. This algorithm has the advantage of being efficient on structured data and gives fast calculations. Their contributions show that generalized linear models could be unstable in estimating loss reserves. On the other hand, [26] proposes an ML algorithm for individual reserving via regression trees. This approach considers the number of payments instead of the amount of paid claims. Regression trees are very flexible in incorporating information about personal characteristics. However, they could be more robust. Other techniques, such as random forests or ANNs, can overcome these problems. Furthermore, [27] developed a machine learning-based method called Extra Trees and explained how to construct specific subsets of data for training and evaluating machine learning algorithms. They also provide a comparison between the individual approach and the CL method.

An early use of ANNs goes back to [26], who developed a stochastic scenario generator, which trains a neural network to predict individual claims based on a portfolio of risks. [28] continues with a neural network to estimate future cash flows for each claim reported. Using exclusion layers, he adapted the neural network to incomplete time series of past individual claim payments. On the other hand, [29] presents a framework for forecasting individual claims using Bayesian mixture density networks. The proposed approach incorporates claims information from structured and unstructured data sources, produces multi-period cash flow forecasts, and generates different scenarios of future payment patterns.
Tree-based algorithms for reserving purposes continue their proliferation. In 2019 [30] introduced an approach using the classification and regression trees (CART) algorithm, showing that individual claims reserving can be promising, especially in the context of long-term risks. On the other hand, [31] extend this algorithm to consider the data’s truncation and introduce plug-in estimators. Their results show that complete knowledge of the claims cycle is crucial to predict individual reserves efficiently.

[32] propose a composite model, modeling frequency and severity models separately (to isolate factors that may affect claim frequencies but not severities) using the CART algorithm. The multi-period predictions required to estimate reserves are obtained by combining the one-period predictions through a simulation procedure. They then compared the result with the classical CL method.

It is possible to further improve the performance of ML algorithms through ensemble methods that combine multiple algorithms at once, boosting prediction performance over a single model, decreasing variance via Bagging, and reducing bias via Boosting. These ensemble methods allow the global system to rectify the error if one of the algorithms does not perform correctly. However, they are less interpretable than a single algorithm and can result in a black box model.

The Gradient Boosting algorithm [33] XGBoost, also known as the Extreme Gradient Boosting algorithm, has been widely used by several researchers in different fields. Its first use for individual claims reserving estimation can be traced back to [34].

Random Forest, as the XGBoost algorithm explained above, is a well-known decision tree ensemble algorithm in machine learning. This algorithm is widely used in the literature on individual claims reserving. Furthermore, [27] confirm that a Random Forest can replace the implemented Extra Trees and can thus be considered for the prediction of individual claims reserves, in the sense that it overcomes the problems inherent to the lack of robustness encountered with single regression trees.

4. Comparative analysis of reserving methods

Finally, it is necessary to conduct a comparative analysis of the different reserving methods. This approach consists of breaking down the functioning of each technique and highlighting the associated advantages and limitations. The results are presented in the table below.

Table 1 Comparative analysis of reserving methods

<table>
<thead>
<tr>
<th>Operating principal</th>
<th>Aggregated reserves</th>
<th>Individual reserves</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Aggregation of claims by year of occurrence and year of development,</td>
<td>Use real-time data via telematics,</td>
</tr>
<tr>
<td></td>
<td>Use of loss development triangles,</td>
<td>Incorporate personal characteristics of policyholders as well as claims information,</td>
</tr>
<tr>
<td></td>
<td>Calculation of age-to-age factors,</td>
<td>Model individual events for each claim (opening, closing, reopening), the average cost, and frequency of occurrence of a claim,</td>
</tr>
<tr>
<td></td>
<td>Estimating the lower triangle,</td>
<td>Estimate individual reserves in continuous time.</td>
</tr>
<tr>
<td></td>
<td>Calculation of ultimate burden and IBNR.</td>
<td></td>
</tr>
</tbody>
</table>
Main methods

- Deterministic methods (CL, London Chain, Bornhuetter Ferguson),
- Stochastic methods (Mack, GLM, GAM, Bayesian models, Bootstrap),
- Machine Learning (Neural Networks, CART, Bagging, Random Forests, SVM).

Advantages

- Provides a simplified visualization of the evolution of the amount of claims.
- Deterministic methods are simple to implement and easy to understand,
- Stochastic methods provide an estimate of the level of reserve accuracy,
- ML algorithms provide accurate results with fast calculations.

Limits

- Aggregation of data leads to a significant loss of information.
- Assumptions are not always valid in the real world,
- Stochastic methods are complex and challenging to apply.

Even though aggregated reserving offers advantages such as efficiency, as it analyzes data at a portfolio level, stability by smoothing out fluctuations, and statistical reliability through actuarial models. Nevertheless, this technique lacks granularity, may not be suitable for specialized policies, and may have late detection of emerging trends. On the other hand, Individual reserving offers advantages such as granularity, providing a precise estimation of reserves, a tailored approach to address claim complexities and early detection of high-cost claims or emerging trends. However, this technique can be time-consuming, subjective, and may overlook the overall portfolio risk.

Combining individual and aggregated reserving techniques can balance accuracy, efficiency, and portfolio management. Leveraging the strengths of each method through data analysis, actuarial judgment, and ongoing monitoring of claim experience. This approach will help insurers make informed decisions regarding reserve allocations while mitigating the limitations associated with each method.
5. Conclusion

In conclusion, the issue of reserving non-life insurance has long been a subject of considerable interest among actuaries due to its critical significance. The actuarial literature has explored numerous approaches to estimate reserves in order to attain improved accuracy. Initially, deterministic methods, known for their simplicity of implementation and interpretation, were widely employed. However, these methods may exhibit shortcomings in accuracy as they need to adequately account for factors that could influence future losses, resulting in potential underestimation or overestimation of required reserves. Conversely, stochastic methods have addressed this limitation by offering a high degree of accuracy while considering the uncertainty and variability of future losses. Nonetheless, these techniques often necessitate complex mathematical models and entail substantial implementation and utilization costs.

Another class of reserve calculation methods encompasses machine learning algorithms. These methods present a compelling alternative due to their ability to handle vast amounts of data, computational efficiency, and estimation accuracy. Nonetheless, their implementation can pose challenges and may incur significant costs. It is noteworthy that all aforementioned methods rely on aggregated data, thereby confining the scope of actuaries to runoff triangles. The advent of telematics has revolutionized the potential of machine learning techniques by exploring novel approaches such as individual reserving and incorporating information pertaining to claims experience and individual policyholder characteristics. These individual methods hold promise in offering real-time, meticulous monitoring of potential losses.

It is essential to recognize that no single method of non-life reserving surpasses all others. The choice of method should consider various factors, including the desired level of accuracy, associated costs of implementation and utilization, and data availability. Selecting the most suitable method that aligns with the insurer's specific needs requires a careful evaluation of each method's advantages and disadvantages. Insurers can strike a harmonious balance between accuracy, efficiency, and portfolio management by integrating individual and aggregated reserving techniques. Actuaries can capitalize on the strengths of each method through diligent data analysis, informed actuarial judgment, and continuous monitoring of claim experience. This comprehensive strategy empowers insurers to make well-informed decisions concerning reserve allocations while mitigating the limitations associated with each method.
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